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  چکیده
های روزانه مرگ و میـر و پـارامتر          در این تحقیق داده   . تغییرات فصلی و روزانه مرگ و میر ارتباط مستقیمی با دما دارد            :مقدمه

  .  مورد استفاده قرار گرفته است2002- 2005دما طی دوره 
ای و  ی تعیین ضریب همبستگی پیرسون، رگرسیون خطی سـاده، رگرسـیون چندجملـه   ها ها روش  برای پردازش داده  : کارروش  
  . استفاده شده است)ANN(های عصبی مصنوعی به عنوان یک روش غیر خطی  شبکه
دار بین پارامتر دما با میانگین ماهانـه         نتایج حاصل از کاربرد و تحلیل همبستگی پیرسون نشانگر همبستگی منفی و معنی             :ها  یافته

ارتبـاط بـین ایـن دو بـا اسـتفاده از شـبکه عـصبی و                 . باشـد  های قلبی می   عداد کل مرگ و میر و مرگ و میر ناشی از بیماری           ت
دهـد کـه     ای نیز نشان می    های کلاسیک از جمله رگرسیون خطی و رگرسیون چندجمله         های ژنتیکی در مقایسه با روش      الگوریتم

هـای   به این صورت که بعد از آزمون شبکه با لایه. کند ه میینتیجه بهتری را ارا   ترکیب شبکه عصبی مصنوعی با الگوریتم ژنتیک        
  . کند صورت منظم قرار گرفته دقت مدل افزایش پیدا میه ها ب پنهان و ضرایب یادگیری مختلف در حالتی که نمونه

انگین ماهانـه مـرگ و میـر را در          توان گفت که شبکه عصبی به خوبی رابطه غیرخطی بین می           با توجه به نتایج حاصله می      :بحث
ولی در عین حال با ترکیب الگوریتم ژنتیک و شبکه عصبی سرعت تحلیل و دقـت فرآینـد                  . کند بینی می  ارتباط با دمای هوا پیش    

   .یابد یابد به عبارتی دیگر میزان خطا کاهش می افزایش می
  

خطی و پولی نومیال، درجه حرارتمرگ و میر، تهران، شبکه عصبی مصنوعی، مدل رگرسیون  :واژگان  گل
  مقدمه 

ویـژه دمـا روی مـرگ و میـر          ه  بررسی اثر پارامترهای اقلیمی ب    
انسانی توجه بسیاری از محققین را به خود جلـب کـرده اسـت و               

داری را بـین دمـا و مـرگ و میـر             محققین مختلف ارتباط معنـی    
 و  شامویدر همین زمینه    . اند برخی از شهرهای جهان نشان داده     

ای در افـزایش میـزان       همکاران نشان دادند که دما سهم عمـده       
همچنـین اثـر    . )1( آمریکـا دارد  آنجلـس    مرگ و میر شهر لـوس     

زای دما بر مرگ و میر توسط محققان فراوانی بـه اثبـات              استرس
رسیده است، به این صورت که هرقدر دمـا از محـدوده آسـایش              

  و در نتیجه تعـداد     فاصله گیرد، میزان استرس بیشتر      بیشتر  انسان  

  
  

وضـوع مهمـی کـه در       م ).2-6( یابد شدگان نیز افزایش می     فوت
بینـی   باشـد پـیش   میر با دما مطرح می بررسی ارتباط بین مرگ و 

هـای رگرسـیونی صـورت        بـر اسـاس مـدل      آن است که عمومـاً    
هـای عـصبی      روش شـبکه   ز جدید اسـتفاده ا    گیرد که رویکرد   می

هـای عـصبی     شـبکه . سـت ل مختلـف ا   یبینـی مـسا    برای پـیش  
کاوی است کـه از      های داده  ترین تکنیک  یکی از موفق   1مصنوعی

های پیوندی الهام گرفته شده از رفتار مغز         طریق یک سری مدل   
های سـودمند بـرای تحقیقـات پزشـکی          انسان که دارای قابلیت   

 بینـی کنـد    ها را پـیش    خطی بین پدیده   تواند رابطه غیر    می است،
                                                      
1 Artificial Neural Network (ANN) 
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 ـ   یر خطی بین پارامترها مـی     رچه روابط غ  اگ). 7( وسـیله  ه  توانـد ب
سازی شود ولـی طبیعـت و ذات         های متنوع رگرسیونی مدل    مدل

تواننـد چنـین    ی نمـی یهـا  این روابط طوری است که چنین مـدل       
هـای عـصبی    شـبکه  .خوبی تجزیه و تحلیـل کننـد  ه  را بیروابط

شوند به عنـوان     های عصبی خوانده می    مصنوعی که اغلب شبکه   
توانـد   شخیص روندهای ناپارامتری و غیر خطـی مـی        یک مدل ت  

های پنهان بین متغیرهای وابسته      روابط غیر خطی پیچیده یا لایه     
های رگرسیونی  یابد و با دقت بهتری نسبت به روشبو مستقل را 
 زمـانی کـه بـین پارامترهـای مـورد           ،بر عکـس  ). 8( عمل نماید 

 ـ            ه نظـر   بررسی رابطه غیر خطی آشکاری وجـود نداشـته باشـد ب
توانـد در مقایـسه بـا        رسـد در مـواردی شـبکه عـصبی نمـی           می

هـای    همچنـین شـبکه    ).9( ه دهد یرگرسیون نتیجه بهتری را ارا    
 هـای زمـانی دارنـد      بینی سری  عصبی کاربردهای زیادی در پیش    

)10.(   
های اخیر اسـتفاده از شـبکه عـصبی مـصنوعی جهـت              در سال 

 ـ  بینی میزان مرگ و میر و بیماری       پیش مترهـای  ر مبنـای پارا   ها ب
یکـی از رویکردهـای     ). 12 و11( اقلیمی در حال افـزایش اسـت      

هـا،   بینی وضعیت مرگ و میر و بیماری       کننده جهت پیش   امیدوار
باشـد کـه جهـت تـشخیص         هـای عـصبی مـصنوعی مـی        شبکه

هـای   طور مثال خروجـی   ه  ب. شود روندهای غیر خطی استفاده می    
 -هـای قلبـی    یمـاری هـای عـصبی بـرای ب       بینی شده شبکه   پیش

 ).13( کنند های رگرسیون عمل می عروقی و سرطان بهتر از مدل    
 بـین  ،هـا و فـصول مختلـف سـال       به علت تغییرات دما طی مـاه      

های  شدگان ناشی از بیماری    پارامتر دما با کل مرگ و میر و فوت        
های متعدد نشان    یافته. داردوجود  عروقی رابطه غیر خطی      -قلبی
های عصبی برتری خاصی نسبت به       ده از شبکه  دهند که استفا   می

های آماری کلاسیک نظیر رگرسیون ساده و چنـد متغیـره             روش
هـای   های عصبی در زمینـه      روش شبکه  امروزه از ). 14-16( دارد

رادیولــوژی و  ولوژی،یاپیــدمتحقیقــات مختلــف پزشــکی نظیــر 
دارای ارتباط خطی مشخصی    ها   که این بیماری  (تشخیص تومور   

   ).17- 23(  استفاده می شود)ثیرگذار ندارندأمترهای تبا پارا
بینـی مـرگ و میـر در         هدف اصلی این مقاله مقایـسه و پـیش        
هـای رگرسـیون     وشر ارتباط با پارامتر دمای هـوا بـا اسـتفاده از          

   .باشد خطی و شبکه عصبی مصنوعی در شهر تهران می
  

   روش کار
لحـاظ موقعیـت    باشد که از     منطقه مورد مطالعه شهر تهران می     

 دقیقـه عـرض     48 درجه و    35 دقیقه تا    35 درجه و    35مکانی در   
 دقیقـه طـول   33 درجـه و  51 دقیقه تـا    17 درجه و    51شمالی و   

های البرز گسترده شـده      های جنوبی رشته کوه    شرقی در کوهپایه  
  : های مورد استفاده در این پژوهش عبارتند از داده. است
هـای مربـوط بـه       حقیـق داده   در ایـن ت    :های مرگ و میـر     داده

میانگین ماهانه تعداد مرگ و میر به تفکیک نـوع بیمـاری طـی              
   . از سازمان بهشت زهرا تهیه شد2002- 2005دوره آماری 

 سـاله  4هـای اقلیمـی روزانـه طـی دوره           داده :های اقلیمی  داده
. از سازمان هواشناسـی کـشور اسـتخراج شـد          ،)2005تا   2002(

 5ی اقلیمی میانگین ماهانه حداقل دما در        سپس از بین پارامترها   
ایستگاه هواشناسی مستقر در شهر تهران شامل فرودگاه مهرآباد،         

در مطالعـه   . چیتگر، ژئوفیزیک، دوشان تپه، اقدسیه استخراج شـد       
حاضــر بــه منظــور در اختیــار داشــتن یــک ایــده کلــی، مقــادیر 

ارد گیری و در محاسـبات مربوطـه و        های مذکور میانگین   ایستگاه
های حداقل دما به خـاطر ایـن موضـوع     علت استفاده از داده  . شد

 بوده که این عامل نسبت به عوامل هواشناسی دیگر در مـرگ و            
باشــد و ســوابق مطالعــاتی هــم  ثیر بیــشتری مــیأمیــر دارای تــ

   .باشد ییدکننده این موضوع میأت
اساس . در این مطالعه از روش شبکه عصبی استفاده شده است         

سازی تفکر مغز انـسان      ی عصبی مصنوعی در واقع شبیه     ها شبکه
هر سلول عصبی   . باشد های عصبی می   سازی سلول  از طریق مدل  

هـای   نـرون . کنـد  به عنوان یک واحد پردازشگر عددی عمل می       
. کننـد  شبکه با هم در ارتباط بوده و به صورات مـوازی کـار مـی              

رون های شبکه عـصبی، مـدل پرسـپت        یکی از پرکاربردترین مدل   
گـذاری شـده     پایـه    ،2انتشار لایه است که روی الگوریتم پس      چند

است اساس آموزش الگوریتم پس انتشار به این صورت است که           
بـا  . گردنـد  های اولیه ارتباطی به صورت تصادفی انتخاب می        وزن

 1 ورودی و    n نمونـه آموزشـی کـه هـر نمونـه            Nفرض وجـود    
),...,( خروجی داشته باشد، بردار ورودی به صورت       1 njjj XXX = 

),...,( و بــردار خروجــی بــه صــورت
1 ljjj

BBB Nj کــه = ≤≤1، 
فرآیند آموزش با استفاده از دو گـام زیـر اتفـاق            . گردد تعریف می   

بـردار ورودی     : 3 انتشار به جلو   -1 .افتد می
jX      بـه لایـه ورودی 

 ـ    فرستاده می  ),...,(ک بـردار خروجـی      شـود و ی 1 ljjj OOO   بـر  =
),...,(های جاری    اساس وزن  1 nll WWW مقـدار  . گردد  ایجاد می  =

jO       با مقدار خروجی واقعی یعنی 
jB       مقایسه شده و تابع خطـای 

Eشود  تولید می.   
)1 (2

1 1
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2
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2 Back propagation (BP) 
3 Forward propagation 
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دسـت آمـده از   ه خطای ب در این گام، : 4خطا به عقب انتشار  -2
   .گردد ها توزیع می وسیله رابطه زیر روی وزنه  ب1معادله 

)2 (η
nl

nl W
EW

∂
∂

−=∆  

10ضریب   <<η        پارامتری است که همگرایی نرخ الگوریتم را 
 بـه   E یابد تا مقدار   این دو مرحله آنقدر ادامه می      .نماید کنترل می 

در حقیقـت   . ای همگـرا گـردد     مقدار کوچک از پیش تعیین شـده      
 ـ     روی ) مرحلـه  در هـر (آمـده   دسـت ه شبکه، بـا توزیـع خطـای ب

به تعداد این . بیند های قبلی و تکرار این عملیات، آموزش می وزن
 و بـه روشـی کـه خطاهـا را بـه طـور               5 اپـاک  تکرارها اصطلاحاً 

 6نماید دلتا بـار دلتـا      میها توزیع    روی وزن ) رو به عقب  (معکوس  
 توضـیح داده شـده در بـالا بـرای           BP الگـوریتم  .شـود  گفته می 

بـه منظـور غلبـه بـر ایـن          . ل واقعی اغلب بسیار کند اسـت      یمسا
های اولیـه    برای انتخاب بهترین وزن    7مشکل از الگوریتم ژنتیک   

BP 24( گردد می استفاده.(  
ی اسـتفاده   سازی چند متغیـر     هایی که برای بهینه     یکی از روش  

شکل مدرن  . های عصبی است   شود، الگوریتم ژنتیک با شبکه      می
الگـوریتم ژنتیـک    . وجود آمـد  ه   ب 1960الگوریتم ژنتیک در سال     

سـازی پیچیـده را      ل بهینـه  یتوانسته است محدوده وسیعی از مسا     
تقـاطع و     انتخـاب،   (فقط با استفاده از سه عملیات ژنتیکی سـاده          

ز پارامترهای کدبندی شده به جـای       اساس استفاده ا   و بر ) جهش
الگوریتم ژنتیـک بـه چنـدین نکتـه در           . حل نماید   خود پارامترها، 

نماید و شانس همگرایی     فضای تحقیق به طور همزمان توجه می      
 ).26 و25( دهد به یک بهینه موضعی را کاهش می

 اجرای کم با یک     مزیت این روش این است که علاوه بر زمان        
توان به تمام نقاط بهینه رسید و کار طراح در  میبار اجرای برنامه  

وش کار به این صورت است      ر. شود  گیری بسیار آسان می     تصمیم
ایـن  . شـود   تصادفی ایجاد مـی     جمعیتی به صورت کاملاً    که ابتدا 

باشد که هر کروموزوم یک       جمعیت، شامل تعدادی کروموزوم می    
مقـدار هـر    توان    له است و با کدبرداری نمودن آن می       أجواب مس 

گـردد،    این جمعیت به دو بخش تقسیم مـی       . متغیر را بدست آورد   
سپس از این جمعیت، جمعیـت اولیـه        . بخش ثابت و بخش متغیر    

جمعیت انتخـاب   . گردد  کوچکتری به صورت تصادفی انتخاب می     
شود و براساس رتبـه،       بندی می   شده بر اساس تابع برازندگی رتبه     

همچنــین یکــی از . دنــدگر هــای برتــر انتخــاب مــی کرومــوزوم
راه ) نـسل بعـد   (های برتر بدون تغییر بـه مرحلـه بعـد             کروموزوم

                                                      
4 Error Back propagation 
5 Epoch 
6 Delta Bar Delta 
7 Genetic Algorithm (GA) 

سـپس جمعیـت    . گوینـد   گرایی مـی    یابد که به این عمل نخبه       می
شود و حلقه داخلی فلوچارت تا رسیدن بـه معیـار             جدید ایجاد می  

تواند طی تعداد مشخـصی نـسل باشـد، تکـرار             همگرایی که می  
   .گردد می

یق برای انجام مطالعه ابتدا از لحاظ زمـانی پـارامتر           در این تحق  
دما و مرگ و میر با همـدیگر بـه صـورت سـری زمـانی مرتـب                  

شـدگان و مـرگ و       سپس میانگین ماهانه تعداد کل فـوت      . گردید
 عروقـی مـشخص گردیـد و بـا          -های قلبـی   میر ناشی از بیماری   

 آماری های روش از استفاده های ماهانه اقلیمی حداقل دما با      داده
رگرسیون چند   رگرسیون، خط معادله همبستگی پیرسون،  ضریب
هـای عـصبی    ای به عنوان یک روش نیمه خطـی و شـبکه          جمله

همچنـین جهـت    . مصنوعی مورد تجزیه و تحلیـل قـرار گرفـت         
بینی دقیق مرگ و میر از شبکه عصبی مصنوعی و الگوریتم            پیش

های مورد استفاده    در این مقاله ابتدا کل داده     . ژنتیک استفاده شد  
در روش شبکه عصبی به دو قسمت مجزا تقسیم شد که نیمی از             

هـا   ها برای آموزش شبکه و نیمی دیگـر جهـت آزمـون داده             داده
 که تابع معروفی در روش پس       8تابع تانکسون . اختصاص داده شد  

این تـابع   . انتشار است، به عنوان تابع تحریک استفاده شده است        
 کــه همــان ضــریب 1 و -1ن دو مقــدار بــازه هــر نــرون را میــا

ضـریب همبـستگی، بیـان      . نماید باشد، فشرده می   همبستگی می 
کننده مقداری است که میزان رابطه میان خروجی شبکه با مقدار           

 تغییــر 1 تــا -1ایــن ضــریب از . نمایــد واقعــی را مــشخص مــی
 برای ضریب همبستگی به این معنا اسـت کـه           1مقدار  . نماید می

 به این معنا اسـت  -1 تطابق دارد و     دار واقعی کاملاً  خروجی با مق  
. نماینـد   معکوس هم عمـل مـی      که خروجی و مقدار واقعی کاملاً     

ل غیرخطـی   یبینـی مـسا    ای با قابلیت مناسب جهت پـیش       شبکه
افـزار نـرو     بـرای آمـوزش شـبکه عـصبی از نـرم          . آورد فراهم می 
 به عنـوان    پارامتر دما یک بار     تعداد  .  استفاده شده است   9سولوشن

پارامتر ورودی و پارامتر میانگین ماهانه تعداد کل مرگ و میر بـه    
عنوان خروجی در نظر گرفته شدند و بـار دیگـر پـارامتر دمـا بـه             
عنوان ورودی و میـانگین ماهانـه تعـداد مـرگ و میـر ناشـی از                 

بـه  . های قلبی به عنوان خروجی مورد بررسی قرار گرفت         بیماری
بینی، سـعی و خطـا روی پارامترهـای          منظور کاهش خطای پیش   

بــرای آمــوزش شــبکه از مــدل پرســپترون . شــبکه انجــام شــد
 :باشد استفاده شد که توصیف این مدل به شرح زیر می 10چندلایه

 روش   لایه و  1های مخفی برای آموزش شبکه برابر با         تعداد لایه 

                                                      
8 TanhAxon 
9 NeuroSolutions 
10 Multilayer perceptron (MLP) 
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باشد   می 1/0تا بار دلتا با ضریب یادگیری        دل  مورد استفاده  آموزش
نمایـد یـا     می ها را کنترل های میان نرون  سرعت تطبیق وزن که

ها را در هر بـار اصـلاح پارامترهـای           به عبارتی در واقع طول گام     
 به عنوان تابع تحریـک      تانکسون، از تابع  .کند شبکه مشخص می  

های لایه مخفـی بـرای آمـوزش شـبکه           نرون  تعداد .استفاده شد 
ز پارامترهای اصلی آموزش     و ضریب مومنتوم که یکی ا      4برابر با   

 ـ     هـای جدیـد را      هـای قبلـی بـه وزن       ثیر وزن أاست که نـسبت ت
هـا   تعـداد اپاک   . در نظر گرفتـه شـد      ./7نماید برابر با     مشخص می 

ای،  عـصبی سـه لایـه      یک مدل شـبکه   .  می باشد  1000برابر با   
  . شامل لایه ورودی، لایه خروجی و لایه مخفی ایجاد گردید

  نتایج 
 در شـهر    2002- 2005شدگان طی دوره آماری      تعداد کل فوت  

شدگان ناشی   تعداد کل فوت  . باشد  نفر می  166069تهران برابر با    
ــی ــاری قلب ــی -از بیم ــر63962(% 5/38 عروق ــداد )  نف ــل تع ک

در تحلیـل روش   .دهـد  شـدگان را بـه خـود اختـصاص مـی          فوت
 1ای همـانطور کـه در شـکل          رگرسیونی و نیمه خطی چند جمله     

شود ضریب همبستگی خطی بین تعـداد        ملاحظه می قسمت الف   
 2002- 2005کل مرگ و میر و حداقل دمـا طـی دوره آمـاری              

دار بـوده و      معنـی  =α 01/0باشد که در سطح       می -88/0برابر با   
تحلیل همبـستگی   .  محاسبه شده است   %77/0ضریب تعیین آن    
دهد که بین میانگین ماهانه کل مرگ و میر بـا            مذکور نشان می  

در روش نیمه خطی چنـد      . اقل دما ارتباط معکوس وجود دارد     حد
  افـزایش یافتـه اسـت      %90/0ای مرتبه سوم این اثرات تـا         جمله

   ). قسمت ب1شکل (
شـدگان ناشـی از      ضریب همبـستگی خطـی بـین تعـداد فـوت          

 عروقی و حداقل دما طی دوره مذکور برابر با          -های قلبی  بیماری
شکل ( باشد  می 88/0 برابر با باشد و ضریب تعیین آن        می –94/0
ای مرتبه چهارم این     در روش نیمه خطی چند جمله     ).  قسمت ج  1

 1شـکل   (افـزایش یافتـه اسـت        %90/0تا  ) ضریب تعیین ( اثرات
دهد که بین تعداد کل مرگ و میر         این نتایج نشان می   ). قسمت د 

عروقی با حـداقل دمـا       -های قلبی  و مرگ و میر ناشی از بیماری      
صورتی که روش نیمه خطی چنـد       ه   خطی وجود دارد ب    رابطه غیر 

تواند رابطـه بـین      از روش رگرسیونی می   تر    دقیقو  ای بهتر    جمله
   .این دو را نشان دهد

های عصبی مصنوعی نتایج آمـوزش شـبکه بـا            در روش شبکه  
های   منظور از نمونه  (اند    هایی که به صورت منظم قرارگرفته       نمونه

نـشان  ) نظم پارامترهای نمونه است   منظم، افزایش و یا کاهش م     
  دهد که در این حالت شبکه پس از آموزش نسبت به حالتی می
  

 
ضریب همبستگی خطی بین میانگین ماهانه تعداد کل مـرگ و            -شکل الف 

  میر وحداقل دما

  
ن ماهانه تعداد کل مرگ و میر ای بین میانگی  همبستگی چند جمله-شکل ب 

  و حداقل دما

  
 همبستگی خطی بین میانگین ماهانه تعداد مرگ و میر ناشـی از             -شکل ج 
   عروقی و حداقل دما-های قلبی بیماری

  
 ای بین میانگین ماهانـه تعـداد مـرگ و میـر           همبستگی چند جمله   -شکل د 

   عروقی-های قلبی ناشی از بیماری

ای بین میانگین ماهانه تعداد  همبستگی خطی و چند جمله -1شکل 
عروقـی   -های قلبـی   کل مرگ و میر و مرگ و میر ناشی از بیماری          

  2002- 2005با حداقل دما طی دوره آماری 

شـوند نتیجـه     ها به صورت تصادفی انتخاب مـی       که در آن نمونه   
همـانطور کـه اشـاره شـد        ). 2شـکل   ( دهـد  ه مـی  ایبهتری را ار  

ل واقعی اغلب بـسیار کنـد       یبرای مسا ) BP(الگوریتم پس انتشار    
جهت غلبه بر این مشکل از الگوریتم ژنتیک برای         . کند عمل می 

به عبارت  . گردد  استفاده می  (BP)های اولیه    انتخاب بهترین وزن  
ژنتیـک  دیگر با استفاده از شبکه عصبی و ترکیب آن با الگوریتم            

   .داد دقت را افزایش همچنینتر به نتیجه رسید و  توان سریع می

y= -0.5178x + 121.44 
R2= 0.7761 
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  مرگ و میرتعداد

 دگرا ی دما به سانتحداقل

y= -0.0001x3 + 0.0391x2 – 1.5783x + 126.41 
R2 = 0.9045 

 تعداد مرگ و میر
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y= 0.0002x4 – 0.0123x3 + 0.2572x2 – 2.4978x + 54.684 
R2= 0.9099 

تعداد مرگ و میر

 [
 D

ow
nl

oa
de

d 
fr

om
 h

ak
im

.tu
m

s.
ac

.ir
 o

n 
20

26
-0

1-
26

 ]
 

                               4 / 9

http://hakim.tums.ac.ir/article-1-550-fa.html


 

سومهم، شماره دوازد، دوره 88 پاییز  

49  زاده و همکاراندکتر منوچهر فرج

 قسمت الف مقایسه میانگین ماهانه تعداد واقعـی کـل           2شکل  
های تصادفی و همراه     بینی شده در داده    مرگ و میر با تعداد پیش     

حـداقل مجـذور متوسـط      . دهـد  با الگوریتم ژنتیک را نـشان مـی       
باشد و ضریب همبستگی      می 01/0 در این حالت برابر با       11خطاها

بینـی شـده     بین میانگین ماهانه تعداد واقعی مرگ و میر و پـیش          
 های تصادفی و همراه بـا الگـوریتم ژنتیـک        توسط شبکه با نمونه   

 2شـکل   . باشـد   می 90/0 و ضریب تعیین برابر با       %94/0برابر با   
قسمت ب مقایسه میانگین ماهانه تعداد واقعی کل مـرگ و میـر             

های منظم شده و بدون الگـوریتم        بینی شده در داده    داد پیش با تع 
حداقل مجذور متوسـط خطاهـا در ایـن         . دهد ژنتیک را نشان می   

باشد و ضریب همبستگی بین میـانگین         می 002/0حالت برابر با    
بینی شده توسط شبکه بـا       ماهانه تعداد واقعی مرگ و میر و پیش       

 %96/0 ژنتیک برابر با     های بدون تصادفی و بدون الگوریتم      نمونه
 قسمت ج مقایسه    2شکل   .باشد  می 93/0و ضریب تعیین برابر با      

بینـی   میانگین ماهانه تعداد واقعی کل مرگ و میر با تعداد پـیش           
های منظم شده و همراه با الگوریتم ژنتیک را نشان           شده در داده  

دهد حداقل مجذور متوسـط خطاهـا در ایـن حالـت برابـر بـا                 می
باشد و ضریب همبستگی بین میانگین ماهانـه تعـداد            می 001/0

هـای   بینی شده توسط شبکه بـا نمونـه        واقعی مرگ و میر و پیش     
 و  %96/0بدون تصادفی و همراه بـا الگـوریتم ژنتیـک برابـر بـا               

  . باشد  می94/0ضریب تعیین برابر با 
توان گفت که آموزش شـبکه عـصبی         با توجه به موارد فوق می     

های منظم شده، همراه با الگوریتم ژنتیک برای         مصنوعی در داده  
بینی میانگین ماهانه تعداد کـل مـرگ و میـر در ارتبـاط بـا                 پیش

هـا تـصادفی و      پارامتر حداقل دما نسبت به حالتی که در آن داده         
شـود،   گیری از الگوریتم ژنتیک شبکه آموزش داده می        بدون بهره 

  .دهد میه ینتیجه بهتری را ارا
ف مقایسه میانگین ماهانه تعداد واقعی مـرگ         قسمت ال  3شکل  

بینی شده   تعداد پیش  عروقی با  -های قلبی  و میر ناشی از بیماری    
هــای تــصادفی و همــراه بــا الگــوریتم ژنتیــک را نــشان  در داده

 قسمت ب میزان حداقل مجذور متوسط خطاها    همچنین. دهد می
 01/0 حداقل مجذور متوسط خطاها برابر بـا          که دهد را نشان می  

ضریب همبستگی بـین میـانگین ماهانـه        نیز   قسمت ج    .باشد می
عروقـی و    -هـای قلبـی    تعداد واقعی مرگ و میر ناشی از بیماری       

هـای تـصادفی و همـراه بـا          بینی شده توسط شبکه با نمونه      پیش
 و ضـریب    %95/0دهد که برابـر بـا        الگوریتم ژنتیک را نشان می    

  .باشد  می91/0تعیین برابر با 

                                                      
11 Minimum mean square error (MMSE) 

  
 مقایسه میانگین ماهانه تعداد واقعی کل مـرگ و میـر باتعـداد              -شکل الف 

  های تصادفی و همراه با الگوریتم ژنتیک بینی شده در داده پیش

  
 مقایسه میانگین ماهانه تعداد واقعی کـل مـرگ و میـر باتعـداد               -شکل ب 

  های منظم شده و بدون الگوریتم ژنتیک بینی شده در داده پیش

  
 مقایسه میانگین ماهانه تعداد واقعـی کـل مـرگ و میـر باتعـداد                -شکل ج 
  های منظم شده و همراه با الگوریتم ژنتیک بینی شده در داده پیش

مقایسه میانگین ماهانه تعداد واقعی کل مـرگ و میـر بـا              -2شکل  
های مختلف تصادفی    بینی شده توسط شبکه در حالت      تعداد پیش 

  .و الگوریتم ژنتیک
 قسمت د مقایسه میانگین ماهانه تعداد واقعی مـرگ و           3 شکل

بینـی شـده      عروقی با تعداد پیش    -های قلبی  میر ناشی از بیماری   
دهد  های منظم شده و بدون الگوریتم ژنتیک را نشان می          در داده 

 دهد  متوسط خطاها را نشان می     و قسمت ه میزان حداقل مجذور     
قسمت و ضـریب همبـستگی بـین        . باشد  می 0019/0 برابر با    که

هـای   میانگین ماهانه تعداد واقعی مرگ و میـر ناشـی از بیمـاری            
های بـدون    بینی شده توسط شبکه با نمونه      عروقی و پیش   -قلبی

دهـد کـه برابـر بـا         تصادفی و بدون الگوریتم ژنتیک را نشان می       
 قسمت ز   3شکل   .باشد  می 95/0ریب تعیین برابر با      و ض  97/0%

مقایــسه میــانگین ماهانــه تعــداد واقعــی مــرگ و میــر ناشــی از 
هـای   بینی شـده در داده     عروقی با تعداد پیش    -های قلبی  بیماری

دهد و قسمت    منظم شده و همراه با الگوریتم ژنتیک را نشان می         
  کـه  هـد د ک میزان حداقل مجذور متوسط خطاها را نـشان مـی          

 قـسمت ل ضـریب همبـستگی بـین          .باشـد   مـی  001/0برابر بـا    

 تعداد مرگ و میرمیانگین
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هـای    میانگین ماهانه تعداد واقعی مرگ و میـر ناشـی از بیمـاری            
های بـدون    بینی شده توسط شبکه با نمونه      عروقی و پیش   -قلبی

دهد که برابر بـا      تصادفی و همراه با الگوریتم ژنتیک را نشان می        
  . باشد  می95/0 و ضریب تعیین برابر با 97/0%

بینی میانگین ماهانه تعداد مـرگ و میـر ناشـی از             در مورد پیش  
عروقی در ارتباط با پـارامتر حـداقل دمـا نیـز             -های قلبی  بیماری

های منظم شده همراه با الگـوریتم ژنتیـک          آموزش شبکه با داده   
هـای تـصادفی و      نتیجه بهتری را نسبت به حالتی که در آن داده         

 ـشـود ارا   الگوریتم ژنتیک آموزش داده مـی     گیری از    بدون بهره  ه ی
  . دهد می

مقایسه روش رگرسیون خطی و پولی نومیال با شـبکه عـصبی            
ن داده  نـشا   قسمت الف تا د      1  شکلطور که در     مصنوعی همان 

شد بیانگر این است که بین میانگین ماهانه تعـداد کـل مـرگ و               
 حـداقل    عروقی بـا   -های قلبی  میر و مرگ و میر ناشی از بیماری       

ضریب تعیین در ارتباط بـین      . دما یک رابطه غیرخطی وجود دارد     
میانگین ماهانه تعداد کل مرگ و میـر بـا حـداقل دمـا بـا روش                 

ای به عنـوان      و در روش چند جمله     77/0رگرسیون خطی برابر با     
کـه در    باشـد در حـالی      مـی  90/0یک روش نیمه خطی برابر بـا        

هـای مـنظم شـده در     ههای عصبی مـصنوعی در داد   روش شبکه 
   . افزایش یافته است94/0ترکیب با الگوریتم ژنتیک به

همچنین ضریب تعیین در ارتباط بـین میـانگین ماهانـه تعـداد             
 عروقی با حداقل دمـا بـا        -های قلبی  مرگ و میر ناشی از بیماری     

ای   و در روش چنـد جملـه       88/0روش رگرسیون خطی برابـر بـا        
های عصبی مصنوعی در  روش شبکهکه در    درحالی 90/0برابر با   

 95/0ژنتیـک بـه         های منظم شده در ترکیـب بـا الگـوریتم            داده
بینی با شبکه    دهد که پیش   این نشان می  . افزایش پیدا کرده است   

تری را در مقایسه با      تواند نتیجه بهتر و دقیق     عصبی مصنوعی می  
   ).1جدول ( ه دهدیهای رگرسیونی ارا روش

روش رگرسیون خطـی، چنـد       ب تعیین در  مقایسه ضری  -1جدول  
   ای و شبکه عصبی مصنوعی جمله

  شبکه عصبی  پولی نومیال  رگرسیون خطی  
رابطه بین میانگین ماهانه  ضریب تعیین در

  94/0  90/0 77/0  تعداد کل مرگ و میر با حداقل دما

رابطه بین میانگین ماهانه  ضریب تعیین در
   های تعداد مرگ و میر ناشی از بیماری

  عروقی با حداقل دما - قلبی
88/0  90/0  95/0  

  

   بحث
نتایج این مطالعه نشان داد که بین میانگین ماهانه تعـداد کـل             

عروقی بـا    -های قلبی  مرگ و میر و مرگ و میر ناشی از بیماری         
ایـن نتیجـه در     . دمای حداقل ارتباط مستقیم معکوس وجود دارد      

اسـتفاده از روابـط     ولـی   . مطالعات متعددی به اثبات رسیده است     
بینـی مـشکل     موجود خطی به علت رفتار پیچیده آن، برای پیش        

هایی است که بتوانـد بـر        رو نیازمند استفاده از مدل     بوده و از این   
 مـرگ و میـر بـرازش      الگوی روابط موجـود بـین حـداقل دمـا و            

با توجه به این موضوع این ارتبـاط         .تر و بهتری داشته باشد     کامل
هـای نیمـه    باشد، در مـدل  ساده خطی، خوب میهای   که در مدل  

هـای   هـای خطـی و در مـدل        ای بهتـر از مـدل      خطی چند جمله  
 باشد و از ایـن     بسیار قوی می   )شبکه عصبی مصنوعی  ( غیرخطی

هــا را افــزایش داده و امکــان  بینــی رو قــادر اســت دقــت پــیش
  . های لازم را فراهم نماید ریزی برنامه

 که ارتباط بین میـانگین ماهانـه        همچنین این مطالعه نشان داد    
 -های قلبـی   تعداد کل مرگ و میر و مرگ و میر ناشی از بیماری           

ر از آن کـه سـاده و خطـی باشـد،     عروقی با دمای حـداقل بیـشت    
ــل  خطــی اســت کــه توغیر ســط شــبکه عــصبی مــصنوعی قاب

به این صورت که بعد از آزمون شبکه        ). 2شکل( گیری است  اندازه
با ضرایب یادگیری مختلـف نـشان داد کـه          های پنهان و     با لایه 

 لایـه   1 های عصبی مصنوعی با یک پرسپترون      استفاده از شبکه  
 در حـالتی کـه      7/0 و مـومنتم     1/0پنهان بـا ضـریب یـادگیری        

 ـصورت منظم قرار گرفته مدل نـسبتاً بهتـری را ارا  ه ها ب  نمونه ه ی
همچنین بعد از آموزش مجدد شبکه و آزمون شـبکه بـا            . کند می
های پنهان و ضرایب مختلف یادگیری در ترکیب با الگوریتم          هلای

های مـذکور بـا       که ترکیب شبکه با ویژگی     ه شد ژنتیک نشان داد  
الگوریتم ژنتیک باعث کاهش خطا و افزایش سـرعت محاسـبات      

های  رو استفاده از مدل    از این . کند ه می یشده و مدل بهتری را ارا     
یـاتی بیـشتری را بـرای       بلیـت عمل  یـق قا  قآزمون شده در این تح    

هـا را افـزایش      بینـی  تواند دقت پـیش    بینی آنها داشته و می     پیش
هـای   با توجه به نتایج مثبت و برتـری نـسبی روش شـبکه             .دهد

هـا   در سایر زمینهاز آن توان  میر، می بینی مرگ و  عصبی در پیش  
هـای گونـاگون     میرهای ناشی از بیماری    بینی مرگ و   مانند پیش 

   .نمودنیز استفاده 
 وجـود   ،گونـه  های این  مل اینکه در بررسی تحلیل    أنکته قابل ت  

 نتایج بهتری را به دنبال خواهـد داشـت و           مدت احتمالاً  آمار دراز 
  توجـه بـه     اصـولاً . کند اعتماد نسبت به نتایج حاصله را بیشتر می       

 در مطالعـه  .آوری دقیق آمار و اطلاعات اهمیت زیـادی دارد         معج
 سط بهـشت زهـرا در اختیـار محققـین قـرار           حاضر، آماری که تو   

های انجام شده بـه   تری بود که با بررسی گرفته بود آمار درازمدت 
   از مطالعات2002های قبل از سال  دلیل عدم اطمینان به داده

در مـورد   .حذف و به تـاریخ ذکرشـده در مقالـه بـسنده گردیـد             
 بـرای مثـال   . های هواشناسی نیز این موضـوع مـصداق دارد         داده
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ها آمار هواشناسی برای هر یک از        گونه بررسی  بهتر است در این   
 گانه شهرداری تهران وجود داشته باشد تـا بتـوان بـه             22مناطق  

بدین ترتیب انتظـار    . منطقه پرداخت  ها به تفکیک هر    برآورد مدل 
 فـضایی نیـز مـشاهده       رود در بین مناطق شهرداری تغییـرات       می

یـک از منـاطق       محیطی در هر   ثیر شرایط أنده ت گردد که بیان کن   

با توجه به موارد مذکور مشخص است که مطالعه حاضر به           . است
ها در این زمینه بـوده کـه لازم اسـت مطالعـات       عنوان اولین گام  

تـر دسـت     کننده آن باشند تا بتوان به نتـایج قطعـی          بعدی تکمیل 
  .یافت

  

  
اهانـه تعـداد    مقایـسه میـانگین م     -شکل الـف  

 -های قلبی  واقعی مرگ و میر ناشی ازبیماری     
هـای   بینی شـده در داده     تعداد پیش  عروقی با 

  تصادفی و همراه با الگوریتم ژنتیک

  
  میزان حداقل خطای آموزش شبکه -شکل ب

  
د  همبستگی بین میانگین ماهانه تعدا     -شکل ج 

 -های قلبی   واقعی مرگ و میر ناشی ازبیماری     
بینـی شـده توسـط        عروقی بـا تعـداد پـیش      

  های عصبی شبکه

  
 مقایسه میانگین ماهانه تعداد واقعـی       -شکل د 

 -هــای قلبــی مــرگ و میــر ناشــی از بیمــاری
هـای    بینی شـده در داده      عروقی با تعداد پیش   

  تم ژنتیکمنظم شده و بدون الگوری

  
   میزان حداقل خطای آموزش شبکه-شکل ه

  
 همبستگی بین میانگین ماهانه تعداد      -شکل و 

 -های قلبی   واقعی مرگ و میر ناشی ازبیماری     
بینـی شـده توسـط        عروقی بـا تعـداد پـیش      

  های عصبی شبکه

  
 مقایسه میانگین ماهانه تعداد واقعی      -شکل ز 

 -هــای قلبــی مــرگ و میــر ناشــی از بیمــاری
هـای    بینـی شـده داده      عروقی با تعـداد پـیش     

  منظم شده و همراه با الگوریتم ژنتیک

  
   میزان حداقل خطای آموزش شبکه-شکل ک

  
ی میانگین ماهانه بین تعداد      همبستگ -شکل ل 

 -های قلبی   واقعی مرگ و میر ناشی ازبیماری     
بینـی شـده توسـط        عروقی بـا تعـداد پـیش      

  های عصبی شبکه
  

بینـی شـده توسـط شـبکه در           عروقی با تعـداد پـیش      -های قلبی  مقایسه میانگین ماهانه تعداد واقعی مرگ و میر ناشی از بیماری           -3شکل  
  و الگوریتم ژنتیک) تصادفی( های مختلف تصادفی حالت

  

  گیری  نتیجه
توان گفـت کـه شـبکه عـصبی بـه       با توجه به نتایج حاصله می  

خوبی رابطه غیرخطی بـین میـانگین ماهانـه مـرگ و میـر را در                
برای انجام این امر آموزش     . کند بینی می  ارتباط با دمای هوا پیش    

نـه  بینـی میـانگین ماها     های مرتب شده برای پـیش      شبکه با داده  
ــاری    ــی از بیم ــر ناش ــرگ و می ــر و م ــرگ و می ــداد م ــای تع   ه

  
  

ها دارای دقت بهتری   دادهعلت برازش مناسببه   عروقی-قلبی
ولی در عین حال با ترکیب      . باشد های تصادفی می   نسبت به داده  

الگوریتم ژنتیک و شبکه عصبی سرعت تحلیـل و دقـت فرآینـد             
  .یابد اهش مییابد به عبارتی دیگر میزان خطا ک افزایش می

  

35 

  واقعی مرگ و میرتعداد

40 

45 

50 

55 

35 37 39 41 43 45 47 49 

y= 1.0147x + 1.5076 
R2= 0.9568

  بینی شده توسط شبکهپیش

 اپاک

  خطای آموزشحداقل

1 100 199 298 397 496 595 694 793 892 991 0 
05/0  
1/0  
15/0  
2/0  
25/0  
3/0  
35/0  
4/0  
45/0  

ها ماه  
1 2 3 4 5 6 

10 
20 
30 
40 
50 
60 

  بینی شدهپیش
قعیوا  

  تعداد مرگ و میر ناشی از میانگین
عروقی های قلبی بیماری  

0 

4947454341393735

55
50
45
40
35

 واقعی مرگ و میرتعداد

 شده توسط شبکه بینیپیش
y= 1.003x + 2.0592 

R2= 0.9504 

1 100 199 298 397 496 595 694 793 892 991

 خطای آموزشحداقل

0 

05/0  

1/0  

15/0  

2/0  

25/0  

 اپاک

1هاماه 2 3 4 5 6

10
20
30
40
50

0

60
داد مرگ و میر ناشی از  تعمیانگین

عروقیهای قلبیبیماری  

 بینی شدهپیش
واقعی

 واقعی مرگ و میرتعداد

55
50
45
40
35

  بینی شده توسط شبکهپیش

504540 35

Y= 1.143x – 5.9162 
R2= 0.9066 

 اپاک
1 100 199 298 397 496 595 694 793 892 9910

05/
1/0
15/0
2/0
25/0
3/0
35/0
4/0

  خطای آموزشحداقل

10
20
30
40
50

0

60

1 2 ها ماه 6 5 4 3  

 بینی شدهپیش
واقعی

  تعداد مرگ و میر ناشی ازمیانگین
عروقیهای قلبیبیماری  
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Abstract  
 

Introduction: Seasonal and daily human mortality changes have correlation with air temperature. In this 
research, daily human mortality data and air temperature during 2002- 2005 has been used.  
Methods: For data analysis, Pearson adjusted correlation coefficient, polynomial regression as a semi-
linear method and artificial neural network as a non-linear method have been used.  
Results: The results of Pearson correlation analysis showed significant negative correlation between air 
temperature and total human mortality and mortality caused by cardiovascular diseases.  Their correlation by 
artificial neural network and genetic algorithm indicated a better result compared to the classic methods 
(linear and polynomial regression). After network training with different hidden layers and different 
stepsizes, it was indicated that the use of artificial neural network with one hidden layer of perceptron results 
in a better model, in the setting of arranged samples.  
Conclusion: Therefore, it can be said that neural network can forecast the nonlinear relation between 
monthly mortality and air temperature, while the combined model of neural network with genetic algorithms 
can increase analysis speed and accuracy and therefore decrease errors in calculations.  
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